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Abstract: Grey GM (1, 1) is GrGM and neuro fuzzy system aurmefuzzy interface system (ANFIS) is discussethis paper. ANFIS is
used as a decision tool and GrGM combines with AB\NFWith the help of MATLAB simulation tool, studiesimulation of bear game for
evaluating the impact of proposed system using @GWeiFIS system. This paper studied the response&f GM (1, 1) forecasting with
ANFIS based order decision model, which is appieedliagnosis of fault pattern of induction motor.

1. INTRODUCTION

When system faces difficulties of lake of suffidien
amount of information and uncertainties then grgstem
theory (GST) overcome above two difficulties (Ddng.

(ANFIS) will discuss. Grey system theory and nefurzzy
system are explained below.

et. al, 1989). Now GST applied in the area of ta, Information concern for the system, many times ehae
medical and engineering control applications. Teent lack of sufficient amount of information, uncertiés so
‘grey’ indicates the system information that liestween grey system or grey system theory (GST) is referred
the clearly and certainly known ones (the whitetjpand (Deng L.J. et. al, 1989). It was initiated in 1982harrow

the unknown ones which contains no knowledge .of the way, human body, hydrology, agriculture, earthquake
system structure (the black part). For GST modes n faults in motors, etc are grey systems. It is alasduzzy

order of o_rdinary differential equa’gion an(_j m isntua_r of _ logic in nature, new and complietely crisp. Blockgtam
grey variable, then regular differential equatios i of GST is shown in figure 1, which the system infation
represented by GM (n, m). GM (n, m) consist acciateal (Grey portion) that lies between the clearly andaiely
generating operation (AGO) and inverse accumulated hon ones (the white part) and the unknown oneistwh
generic operation (IAGO). Discrete time sequenda éa contains any knowledge of the system structure tithek

used to construct regular differential equation.define part). Grey system includes partially known anctipy
the order of AGO and IAGO. GM is referred as grey unknown characteristics.

differential model. Order n and grey variable m are
increases then increases in the computation time
exponentially causing likely defects and correctnes
Model GM (1, 1) is important foundation for grey
forecasting and most widely used model. Fewer
requirements for computation and the usage for kamg

of data distribution including small data sets &neo
advantages of GST. In GST accumulated generating
operation (AGO) appears from its capability of inm PARTIALLY KNOWN
unimproved stochastic data to useful regular'seserin KNOWN PARTIALLY
GST inverse accumulated generic operation (IAG UNKNOWN
convert this AGO generated regular series to rovad
sequences.

GREY SYSTEM THEORY

An ANFIS is a network structure having nodes and )

directional links through which the nodes are camed Figure 1: Grey system theory (GST)
Grey ANFIS is grey GM (1, 1) forecasting with ANFIS

based order decision model. Grey GM (1, 1) is GréM

neuro fuzzy system or neuro-fuzzy interface system
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Grey forecasting, grey relational space, grey girey
space, grey decision making, grey control, grey
mathematics and grey theory are contents and topic
grey system theory. Regional economic planning,
agriculture economy, planning of irrigation, modéts
biological protection, grey prediction control fevater
level, whether are the applications of grey systeeory.
Provide theory, techniques, ideas and notations for
analyzing, solving intricate latent systems aresctiye of
grey system theory. After summing the results adygr
generating operations accumulated generating dperat
(AGO), inverse accumulated generating operation
(IAGO), Mean is found. By AGO converted non-negetiv
smooth, discrete function into series according to
exponential law. AGO transferred regular seriesdw
data sequence.

2. GrGM MODEL

In Grey system theory (GST), grey model is most
important part (Tsaur R.C. et al, 2005). Grey model
defined as the use of past or current data of yetes to
develop a grey model for forecast the future tre&d
system output (time, demand and so on.). Outline of
GrGM model structure is given below.

Assume B is raw series collected from system is given by
(Hakan Tozan et. al, 2009);

D° = (D2, D2, DY, .. DY)

Where n is number of data. Formula for AGO df ;D"

is given by
D' = (b, D3, D}, ,.. DY)
WhereDl = Y%, D?, Vv;=1,2,3,..n

Let first order differential equation written foegerated
AGO series as;

Dl

— D'=p
dt+a

for one unit sample interval, representation ofedéntial
equation for discrete time series is as follows;

Dl

i DL, — DL vt >1,
where a is unknown developed coefficient and b is

unknown grey control variable.
Setting the second part of the first order grey ehod

1
tODaverage .
Dl

1 1 1
average (t+1) — E (Dt + Dt+1
and (fort = 1, 2, 3,..n), above equation can be redesign
in a matrix form as;

1 1—|

average (1)

B
|

1 1

average (n)

[—D
1
| = | _Déverage ) : | = [Z]
Ipg [_ b

After applying least square method, solutionsaand b
can be obtained and using this two parameters lsarba
solved and output forecast value can be determivigd
the following equations.

b b
Dtt}_l = (D{J - (E)) — e v 4 E,

to _ ptl _ pti
Diiy = Diya— D,

WhereD}}, the estimated is cumulated valuey,; and
D, is the forecast value fart > 1.

Previous studies showed that if the data sets atetle
from the system are linguistic F GrGM forecastingdels
may perform successfully. Model introduced by Tsaur
which assumes data series collected from the sysrem
symmetrical triangular fuzzy numbers (TFN), is very
similar to the crisp one and can be explained wlith
following equations. The original data series azife
from the model is:

D% = (DY + DY + Dy + ..+ DY),

where n is the number data collected from the aysted
D! the new fuzzy data sequence generated with AG®, ca
be shown with the following equation as:

D" = (D] + Dy + D} + ..+ Dy),

where DI; vt =1,2,..,n is a symmetrical triangular
fuzzy number (TFN) with central and spread values
kK DY, ¥k s? vi=1,23,k respectively.
Fuzzy GM (1, 1) model is given by;
abf

ot aDf = b

Where:

a is the developing coefficient. Symmetrical TFN
b denotes the fuzzy grey input with the central valaad

the spread value i and the membership function fbris
constructed as follow.

| la=bl
ub (a) = by

1
By setting the sampling interval one unit as irsgnmodel

ab} .
20 can be rewritten as

b—b, <a<b+ b
otherwise
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apD"
dk
dD"
dk

= D\l% + D\I%.+1 = lA);?, vVk =2,3,..,n

= D} + D}, = DY; Vk=1,23,..,n

Where DY is a fuzzy number with central and spread
valuesDY and C2,Vk = 2,3, ...,n
Let the average dbY andDy.,,D},; (which is a STFN
with the central valu@,.,, and the spread valug,,) be
the second part of equation as ;

DR = -aQi+ b,

A 1
where Qi,, = E

1) with the central value Q.4

5+

1 k+1
—— DO ZDO
z(z ox)

(ZL 1St +Zk+1 0

and the spread valuep, ., =

As the spread determines fuzziness; values of umkno
variables 1a, b and b can be obtained from the solution of
the following LP model with the objective functitimat
minimizes the spread value of STFN
b.Minz = b,.
(b-aQ)+ (1-h(b— ap) =
(b-aQ)+ (1-h(b, - ap) <
0<h <1, abb, €

Dg + (1= h)sy
Dg + (1-Rm)sy
€ER

After solving the LP problem; similar to the crigpey
GM (1,1)_m0de|, Tsaur suggested that estimatedyfuzz

number D} with lower boundD;*** and upper bound
Dltupr Dl — (Dllow D‘;upr)'
could be obtained. Finally the fuzzy forecast edior
period k+1;

Dk _ (DOIDW DO‘U.pT)
could be determined as follow;

5,?'9 = (5,8 g _ D,S_'gl),for k = 2and g = low,upr.

3. NFSand ANFIS

A neuro-fuzzy system (NFS) is a fuzzy system tledsu
algorithm derived from neural network theory to
determine its fuzzy sets and fuzzy rules by praogssata
samples. Combination of artificial neural netwo(A&NN)
and fuzzy logic (FL) is called as neuro-fuzzy systdt is
also known as hybrid intelligent systems. Anothemt
used for above said combination is Neuro-Fuzzy e3yst

(NFS) or Fuzzy Neural Network (FNN). NFS uses fuzzy
sets and a linguistic model consisting of a sdFefHEN
fuzzy rules. It is similar to human-like reasonistyle.
NFS modeling categorized into two areas. Firstuistic
fuzzy modeling (Mamdani model) and second is peecis
fuzzy modeling (Takagi-Sugeno-Kang (TSK) model or
Sugeno model). Mamdani model is focused on
interpretability and Takagi-Sugeno-Kang (TSK) model
focused on accuracy. Computationally efficient, kwsith
linear techniques, well optimization and adaptive
techniques, well suited to mathematical analysisl an
continuity of output surface are advantages of abak
Sugeno-Kang (TSK) or Sugeno method. Similarly
intuitive, well suited to human input and widesglea
acceptance are advantages of the Mamdani methd8. NF
has capabilities of concluding knowledge from giveles
with the help of fuzzy interface systems (FIS),
generalization, adaptation, learning, parallelism.
Parallelism is ability of ANN.

NEURO FUZZY SYSTEM ( NFS)

« - >

Figure 2: Neuro-fuzzy systems (NFS)

Engineering applications, forecasting, medical dasjs,
military, process control, civilian domain, etc. ear
application of neuro fuzzy system (NFS). Coopemtiv
Neuro-Fuzzy System, Concurrent Neuro-Fuzzy System
and Hybrid Neuro-Fuzzy System are three types afme
fuzzy system.

Based on Takagi—Sugeno fuzzy inference system (tbol
Al), artificial neural network is referred as Adieya neuro
fuzzy inference system (ANFIS) . ANFIS is contentgth

as universal estimator because learning capability
approximate nonlinear functions with the help of e&
fuzzy IF-THEN rules.

First develop fuzzy interface system (FIS) with tedp of
adaptive network for developing fuzzy rules. An @tize
network is nothing but a feed-forward multiplier AN
(Tozan H. et al, 2008). ANN is related with contplg or
partially adaptive nodes. Parameters of adaptivdeso
predicted the outputs also adjust the parameteestdu
error term is specified by the learning rules. Funzes
are depending on suitable membership functions. The
requirement of membership functions are inputs and
outputs. ANFIS is implementation of FIS. It is higbr
learning ANFIS. Each data is given to the systeanrieg
type updates involves parameter (Buckley J. J.let a
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1994). In this work ANFIS is used as a decisioal.to
GrGM combines with ANFIS. In every step or echelan
determine the order values to meet estimated denvéhd
the selected input values.

4. THE SIMULATION MODEL

In this study ANFIS and GrGM apply with near beang
(Sterman J.D., 2005). ANFIS is used for decisiakimg
process and use GrGM model. Near beer game izdela
to supply chain management. It is experimentalniegr
business simulation game. Understanding the sitejhe
distribution side dynamics of multi-echelon chaig i
purpose of this game. With the help of MATLAB
simulation tool, study simulation of near bear gafoe
evaluating the impact of proposed system using Grey
ANFIS system.

Proposed Near Beer Game

Paik's Revised Beer Game

( Original Beer Game

+
( Capacity Limits )

C

N

¥
Specilic Delay Functions )

-+

GNFIS Based Demand Decision Process)

+

- J

Figure 3: Proposed near beer game

Paik’s presented revised version of bear game @&uik
Paik et. al, 2007). In this study determine demstaddard
deviation. Bullwhip effect (BE) is quantified asratio of
standard deviations of subsequent stages to reftexct
amount of variability (Hakan Tozan et. al, 2009).
Max [o0; o]
BWE; o = ———— k=23
Min [o; oy ]
where,c denotes the standard deviation of orders placed to
upstream stage and subscripts 1, 2, 3 denote thts,fa
damages and outage respectively. The orderingidaci
process rule in each phase of the base model Hesiput
effective as it takes almost all factors reflectlrghaviors
induction motor. Simple exponential smoothing (ES)
model is used as a crisp forecasting technique for
comparison. The formulation of ES is as follow;
Fp=aDi1+ F 1 (1—- a)
Wheret F is the forecast value for period
Dy is observation of demand in peribel,
F., is the calculated forecast value of the previoutofdd
-1 anda is the smoothing constant; @. < 1.

Here , the proposed model contains an A\Fdsed
decision process in fault diagnosis of inductiontando
determine faulty condition using the forecast value
gathered from the selected forecasting model (GrGM)
which also are the same input used in the base Imeale
the proposed decision process five inputs are taktn
consideration (including received demand data) faiodt
condition is the output which determines the faiilhe
output of the generated FIS in the proposed moslel i
amount of fault.

| >
o

wasasgreyT

= R
s (sugeno)
T T
,.;A )KMH
inputd
= - -
s T
‘ e

uulpul

Figure 4: Fuzzy Inference Systems (FIS) structure

After the performed trials of the simulation thebhy
method (which is a combination of back propagaton
least square estimation (the sum of the squarearserr
between the input and output)) is selected and teed
membership function parameter estimation of FISe Th
hybrid method optimizes consequent parameter wigh t
premise parameters fixed exploiting the least smuar

estimation in forward pass and, exploiting the gratlin
backward pass, adjusts the premise parameters
corresponding to the fuzzy sets in the input domahe
appropriate membership functions for the paramedess
defined as Gaussian after trails. The selectedrante
system is Sugeno-type which also is a must ariees the
restrictions of the ANFIS editor.
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Figure 5:The membershi-p function editor of Matl
(Gaussian)

The output memérship functions of the FIS aevaluated
with the perfemed trial and constant type is chosThe
following figure 5 illustrates the GrGM picess erformed
in each stage.
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Figure 6:GrGM proces
Application
For this specific application, number of random
generated training data set R} ) is 200 (periods]
randomly generated demand datag D) for 100 periods
time horizon for the simation runs are the same as
time horizon of demand datahe membership fuition

selected for all inputs iSSaussian membership functi
and for output isconstant. The partition method usec
Grid partition. Generated and calated demand values
derived from the simulations are illustrated in t
following figures.
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Figure 8 Hybrid GrGM & ANFIS model outpt

5. CONCLUSION

ANFIS and GrGM areused together for decisi and
forecasting processes in simple simulation and the
response oWariability is examinedn terms of standard
deviations. Bycomparing results geered from crisp
model andproposed applicatn, usage of ANFIS together
with GrGM forecasting mdel easily monitored the fault
pattern.
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